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Cell trajectory data are often reported in the experimental cell biology literature to distinguish between different types of cell migration. Unfortunately, there is no accepted protocol for designing or interpreting such experiments and this makes it difficult to quantitatively compare different published datasets and to understand how changes in experimental design influence our ability to interpret different experiments. Here, we use an individual-based mathematical model to simulate the key features of a cell trajectory experiment. This shows that our ability to correctly interpret trajectory data is extremely sensitive to the geometry and timing of the experiment, the degree of motility bias and the number of experimental replicates. We show that cell trajectory experiments produce data that are most reliable when the experiment is performed in a quasi-one-dimensional geometry with a large number of identically prepared experiments conducted over a relatively short time-interval rather than a few trajectories recorded over particularly long time-intervals.

1. Introduction

Cell migration is an essential feature of tissue repair [1,2], development [3,4] and disease [5]. In vitro assays are often designed to identify different types of cell migration, such as distinguishing between undirected random motility and directed motility (e.g. chemotaxis). Individual cell-tracking assays, where the trajectories of individual cells are recorded over time [6–13], are often reported as a way to distinguish between different cell migration mechanisms [14,15] or to explore how cell behaviour is affected by different local conditions, such as differences in crowding effects [16]. For example, a snapshot from an in vitro migration assay in figure 1a shows an explant of neurons studied by Ward et al. [17]. The initially circular explant was placed on a substrate for 24 h, after which a source of the protein slit was placed next to the explant. During the following 24 h, the trajectories of a relatively small number of individual cells within the population were recorded, so that the effect of slit could be measured. An image from a similar in vivo assay in figure 1b shows individual cell trajectories within an invasion wave of cells associated with development of the enteric nervous system. This developmental process involves a population of precursor cells, called neural crest cells, invading the entire length of the intestine as a wave of cells that advances along the developing gut tissues. Individual cells within the population move and proliferate, with the net result being the formation of a wave of cells that advances along the gut tissue. The precise details of the cell migration mechanism, such as whether cells are undirected or directed by chemical signals, are poorly understood [4]. To provide insights into these details, Druckenbrod & Epstein [3] labelled a small number of cells within the population and recorded their trajectories. Their results indicated that cells at the leading edge seemed to follow relatively directed trajectories, whereas cells behind the leading edge followed less directed, more random trajectories [3]. The image in figure 1c shows the trajectories of endoderm cells during gastrulation in a zebrafish embryo. These images indicate that the motion of individual cells is highly directed, and these kinds of trajectories were used by Mizoguchi et al. [18] to...
study the effect of secreted chemokines. Mizoguchi et al.’s experiments showed that normal development was associated with highly directed endoderm cell motion, whereas abnormal development was associated with random motion of endoderm cells [18].

The three experiments in figure 1a–c are representative examples of the kinds of broad cell biology systems and research questions that are often explored using cell trajectory data. Although collecting and analysing cell trajectory data can provide insightful information, currently there are no accepted protocols for designing and interpreting such cell trajectory assays. Such a protocol is, however, important because there are many variables to be considered when designing these experiments, and these variables can have a significant impact on the measurements and subsequent interpretation. For example, if we consider the data reported by Ward et al. [17] (figure 1a), several judgements about how to design and collect these data had to be made. These choices include the following:

— What duration of time should an individual cell trajectory be measured over?
— Should we measure trajectories originating from the leading edge of the population, or should we focus on cell trajectories originating from the centre of the population?
— If we are measuring the trajectory of a cell in such an explant experiment placed next to a chemical source that is thought to regulate motility, should we focus on cells located close to the chemical signal, or should we focus on cells that originate from a location further away from the chemical source?
— If we are to draw useful quantitative conclusions from cell trajectory data, then how many trajectories must be recorded before reliable conclusions can be drawn about the relevant mechanisms?

There is no current consensus on the appropriate design of cell trajectory experiments. To provide insights into various choices associated with the design of a trajectory experiment, we analyse trajectory data from an individual-based model [19,20] designed to mimic the key features of a two-dimensional cell migration assay. We use a lattice-based exclusion process [21], which incorporates cell-to-cell crowding effects by allowing, at most, one agent to occupy each site. The experiments are simulated using a two-dimensional square lattice with spacing $\Delta = 20 \mu m$ to represent a typical cell diameter [22]. A different lattice structure, such as a hexagonal or unstructured lattice, could be used [19]; however, we take the most straightforward modelling approach and use a square lattice. Each site is indexed $(i,j)$ and has position $(x,y) = (i\Delta, j\Delta)$. Simulations are performed in the following way: for a system with $N$ cells on the lattice at time $t$, during the next time step of duration $\tau$, $N$ agents are selected independently at random, one at a time. When chosen, an agent attempts to step to a nearest-neighbour site with probability $P_\sigma \in [0,1]$. We allow the motion of agents to be biased, so that our model can be used to represent migration assays where the motion of cells can be directed by some external chemical signal [17]. Accordingly, a motile agent at $(x,y)$ will attempt to step to $(x \pm \rho_1, y \pm \rho_2)$ with probability $(1 - P_\sigma)/4$, or to $(x \pm \rho_1, y)$ with probability $(1 - P_\sigma)/4$ [23].

Using this modelling framework, we can recreate a two-dimensional cell migration assay and examine the associated cell trajectory data. For example, the snapshot in figure 2a is a model of a two-dimensional explant with dimensions chosen to replicate Ward et al.’s experiments [17] (figure 1a). Here, we consider a circular explant of diameter $400 \mu m$, composed of cells that are diameter of $20 \mu m$. Given that a typical cell diffusivity is approximately $D = 1 \times 10^{-11} \text{mm}^2 \text{s}^{-1}$ [22], we simulate the experiments with $\Delta = 20 \mu m$, $P_\sigma = 1$ and $\tau = 100 s$. Snapshots of a single realization of the model after 24 h are given for unbiased ($\rho_1 = \rho_2 = 0$, figure 2b) and biased motion ($\rho_1 = 0.5, \rho_2 = 0$, figure 2c). We consider trajectory experiments over a period of no longer than 24 h to be consistent with Ward et al.’s experiments [17], and we note that this time-interval means that we can neglect the influence of cell proliferation in these experiments, because a typical cell doubling time is around 24 h [24,25].

The influence of the motility bias on the spreading populations is obvious in figure 2, because the unbiased spreading population remains radially symmetric (figure 2b), whereas the biased spreading population becomes asymmetric (figure 2c). We also superimpose two sample trajectories on each snapshot, one trajectory starting at the left-most edge of the explant where $x = 1800 \mu m$, and the other starting on the right-most edge of the explant where $x = 2200 \mu m$. The precise details of the mechanisms driving these single trajectories are difficult to interpret, because all individual trajectories follow very unpredictable paths. Some general trends,
however, are discernable. The trajectories in figure 2\textit{b} appear to be directed away from the location of the explant, because the left-most trajectory appears to move in the negative \(x\)-direction, whereas the right-most trajectory appears to move in the positive \(x\)-direction. This observation is consistent with previous analysis of the random walk model, and this drift is caused by cell-to-cell crowding effects [23]. This observation illustrates that the initial position of the trajectory, relative to the bulk population, is an important consideration in the design and interpretation of cell trajectory assays.

Our aim in this work is to analyse the design and interpretation of cell trajectory experiments. To achieve this, we study trajectory data from a discrete stochastic exclusion process model, allowing us to examine both the motion of the bulk population and the motion of individual trajectories within the bulk population. We choose to study an exclusion process instead of a standard non-interacting random walk [26], because the exclusion process explicitly accounts for crowding effects induced by the finite size of cells [27, 28]. These models have been used previously to study cell migration in several contexts such as the collective migration of glioma cells [27, 29], breast cancer cells [25] and fibroblast cells [2, 30]. While some cell trajectory assays are performed on a two-dimensional substrate (e.g. figure 2\textit{a}–\textit{c}), we also consider experiments with a special initial condition where the initial density of cells is independent of the vertical location in the domain (e.g. figure 2\textit{d}–\textit{f}), and either periodic or reflective boundary conditions are applied on both horizontal boundaries of the domain. Under these quasi-one-dimensional conditions, the cell density remains independent of vertical location for all \(t > 0\) [23]. Such quasi-one-dimensional experiments are relevant when considering cell migration assays performed in a narrow channel geometry, for example scratch assays [1, 29]. The modelling data in figure 2\textit{d}–\textit{f} are identical to those in figure 2\textit{a}–\textit{c} except that we now consider the initial explant to be a column of cells rather than a circular explant. This kind of simplification allows us only to examine properties of cell trajectory assays as a function of the horizontal coordinate. Once we have completely characterized this kind of experiment in the simplified geometry, we will examine the more detailed, genuinely two-dimensional counterpart.

2. Modelling methods

2.1. Discrete cell migration model

The discrete model, described briefly in §1, is a biased exclusion process that has been described previously [23]. The model treats a population of cells as a system of discrete uniformly sized agents, and allows each cell the opportunity to undergo motility events to simulate cell migration with probability \(P_m\) per time step. The motion of agents can be unbiased (\(\rho_x = \rho_y = 0\)) or biased (\(\rho_x \neq 0\) and/or \(\rho_y \neq 0\)). Unlike standard random walk models that treat agents as point particles without any volume [26], our model explicitly incorporates crowding effects, because potential motility events are permitted only if the target site is vacant [23, 24, 27].

Previous work on this discrete model has focused on the relationship between averaged data from a large number of identically prepared realizations of the discrete model and the solution of relevant continuum descriptions [23, 24, 27]. Here, we take a different approach, because our focus is to understand and quantify how our ability to correctly interpret the cell migration mechanism using a limited, more realistic, number of observations from the discrete model.

2.2. Continuum description

Averaged agent (or cell) density data from the discrete simulations are related to a partial differential equation (PDE) description [23, 24, 27]. If the average occupancy of site \((i, j)\) in the \(i\)th realization is \(\langle C_{ij} \rangle = (1/M) \sum_{k=1}^{M} C_{ij}^k\), then, as \(M \rightarrow \infty\), the average agent density is governed by the equation

\[
\frac{\partial C}{\partial t} = D \nabla^2 C - \nabla \cdot [VC(1 - C)], \tag{2.1}
\]
where \( C(x, y, t) \) is the population density, \( D \) is the cell diffusivity and \( V = (v_x, v_y) \) is a drift velocity reflecting the presence of motility bias with

\[
v_x = \lim_{\Delta x \to 0} \left( \frac{P_{-y} \Delta}{2\tau} \right), \quad v_y = \lim_{\Delta y \to 0} \left( \frac{P_{+y} \Delta}{2\tau} \right)
\]

and

\[
D = \lim_{\Delta x \to 0} \left( \frac{P_{+y} \Delta^2}{4\tau} \right)
\]  

(2.2)

The relationship between the averaged discrete data and the solution of equation (2.1) was analysed and discussed, in detail, previously [24,25].

We also consider the averaged behaviour of cell trajectories within the population [23]. If the coordinates of a tagged agent in the \( k \)th realization are \( \langle x(t) \rangle = (1/M) \sum_{n=1}^{M} x(t)^n \) and \( \langle y(t) \rangle = (1/M) \sum_{n=1}^{M} y(t)^n \). Then, considering \( M \to \infty \), the average coordinates of this trajectory are governed by [23]

\[
\frac{d\bar{x}}{dt} = -2D \frac{\partial C}{\partial x} + v_x(1 - C) \\
\frac{d\bar{y}}{dt} = -2D \frac{\partial C}{\partial y} + v_y(1 - C)
\]  

(2.3)

If a tagged agent is initially at \((p_x(0), p_y(0))\), then, on average, it will follow the trajectory given by \( \langle p_x(t), p_y(t) \rangle \) for \( t > 0 \). To explore the average behaviour of the system, we solve equation (2.1) using a finite difference approximation with discretization \( \Delta x = \Delta y = \delta \). Temporal integration is performed using Crank–Nicolson time integration with time step \( \delta t \) [31]. The nonlinear algebraic equations are solved using Picard iteration. The solution of equation (2.3) is approximated numerically using techniques outlined previously [23].

These continuum descriptions, equations (2.1) and (2.3), describe averaged simulation data, \( \langle C(i) \rangle \), \( \langle x(t) \rangle \) and \( \langle y(t) \rangle \), under highly idealized conditions where \( M \to \infty \) [23]. Our aim is to understand and quantify how well we can make inferences from more realistic experimental conditions where we have access to a modest number of observations. We note that it is convenient to have a mathematical description of the idealized case, \( M \to \infty \), so that we can quantify how our confidence in our ability to correctly interpret finite amounts of trajectory data varies as we change the design of the experiment.

2.3. Confidence intervals

Under typical experimental conditions, cell trajectories are collected using a relatively small number of experimental realizations [6–13]. Therefore, to quantify the implications of having access to limited data, we calculate confidence intervals for samples of trajectory data from our discrete model using a realistic number of realizations. We make the standard assumption that the trajectory data samples are normally distributed about the mean [32] (see electronic supplementary material). A confidence interval for the location of the mean trajectory \( \langle x(t) \rangle \), with \( \bar{x} = \lim_{\Delta \to 0} \langle x(t) \rangle \), is given by [32]

\[
\left[ \langle x(t) \rangle - z_{a/2} \frac{\sigma}{\sqrt{M}} \leq \bar{x} \leq \langle x(t) \rangle + z_{a/2} \frac{\sigma}{\sqrt{M}} \right],
\]

where \( z_{a/2} \) is the inverse of the normal distribution, \( \sigma \) is the standard deviation of the distribution and \( M \) is the sample size. Rearranging gives \( z_{a/2} \sigma/\sqrt{M} = \beta \), where \( 2\beta \) is the interval about which we wish to estimate the confidence in our observations. This gives \( a = 2 \exp(-z_{a/2}/2) \) and a confidence interval of [32]

\[
\text{Confidence} = 100(1 - a)\%.
\]

This definition allows us to quantitatively examine how our confidence in our partial observations reflects the true cell migration mechanism as we systematically vary the design of the trajectory experiment.

2.4. Parameter fitting

To complement our confidence interval results, we also quantify our ability to interpret cell trajectory data with a relatively small number of experimental realizations using parameter fitting. To do this, we simulate trajectory data with known values of \( P_m \) \( \tau \) and \( \rho \) (or, equivalently, known values of \( D \) and \( v_x \)) for a range of experimental conditions and then use a standard parameter estimation algorithm to calibrate the solution of the continuum model, equations (2.1) and (2.3), to that data. This allows us to measure how estimates of \( P_m \) and \( \rho \) depend on the details of the experimental design. We use Matlab’s \texttt{LSQNONLIN} routine [33] to find least-squares estimates of \( P_m \) and \( \rho \) that match the simulated trajectories. If \( \langle x(t) \rangle \) denotes the mean pathline of sample size \( M \), then \( p_x(t) \) is the solution of equation (2.3) and \( t_h = 0, 1, 2, \ldots, T \) is the set of time points over which we perform the fitting, we define the mean squared error (m.s.e.) to be

\[
m.s.e. = \frac{1}{T} \sum_{k=0}^{T} \left[ \langle x(t_k) \rangle - p_x(t_k) \right]^2,
\]

(2.4)

where we have normalized by the length of \( \langle x(t) \rangle \). Using this definition we use Matlab’s \texttt{LSQNONLIN} to find the estimates of \( P_m \) and \( \rho \), such that the solution of equation (2.3) minimizes the m.s.e.

3. Results and discussion

3.1. Confidence in one-dimension over one cell diameter

To address the four questions regarding the design and interpretation of cell trajectory experiments that were outlined previously in the Introduction, we present a suite of data in figure 3 for the quasi-one-dimensional initial condition described previously in figure 2a–f. This corresponds to an explant of width 400 \( \mu \text{m} \). We consider different amounts of bias, \( \rho = 0, 0.1 \) and 0.5, and we present averaged density profiles superimposed on the relevant solution of equation (2.1) in figure 3a–c, which shows that the density spreads symmetrically for \( \rho = 0 \), whereas the density drifts in the positive \( x \)-direction for \( \rho > 0 \). Comparing the averaged density data and the solution of equation (2.1) confirms that the PDE model predicts the averaged behaviour. Results in figure 3d–f compare averaged trajectory data from a very large number (\( M = 5000 \)) of identically prepared discrete simulations for a tagged cell initially located at the rightmost edge of the explant, \( x(0) = 2200 \mu \text{m} \). We note that the average trajectory in figure 3d drifts in the positive \( x \)-direction owing to crowding effects [23]. For all values of \( \rho \), the averaged trajectory is superimposed on the solution of equation (2.3), confirming that the averaged data and the solution of the continuum description compare very well, provided
that we have access to a very large number of identically prepared realizations of the experiments.

The trajectory results in figure 3d–f were obtained using an impractically large number of identically prepared discrete simulations ($M = 5000$). Instead, we wish to analyse how our confidence in the properties of the observed trajectories is influenced by having limited amounts of experimental data. To illustrate the stochasticity in the trajectory data, we show in figure 3g–i trajectories from five such realizations of the results in figure 3d–f. Comparing the individual realizations with the averaged data confirms that the individual trajectories are relatively noisy, and it is difficult to draw definitive conclusions from these limited observations. For example, we expect that the trajectories in figure 3g, for unbiased motility ($\rho_x = 0$), to drift in the positive $x$-direction owing to crowding effects in the stochastic model [23]. However, close inspection of the five realizations in figure 3g indicates that some trajectories drift in the positive $x$-direction, whereas others drift in the negative $x$-direction for some periods of time. This means that limited amounts of trajectory data could lead us to make incorrect conclusions about the cell migration mechanism acting in this system. All results in figure 3g–i indicate
that the observed spread about the mean trajectory increases with time. This suggests that the design of cell trajectory assays needs to consider a trade-off between allowing a sufficient amount of time to observe meaningful trajectories while ensuring that the timescale of the experiment is not too long that the trajectory data become too noisy to draw useful conclusions.

To explore the trade-off between the timescale of the experiment, the number of cell trajectories and our confidence in the results, we present confidence interval data at $t = 6, 12, 18$ and 24 h in figure 3d–f. These confidence intervals are calculated using a strict observation window where we require that the observations be correct to within $\pm 1$ cell diameter about the mean, corresponding to $\beta = 1$ in the confidence interval calculation. Our results indicate that we have a remarkable reduction in confidence as we decrease the number of trajectories as well as a remarkable reduction in confidence as we increase the timescale of the experiment. In particular, we observe a very low confidence, less than 10%, for experiments with $M = 10$ trajectories, regardless of the timescale of the experiment. This is important, because many experimental observations are reported for relatively few numbers of trajectories [3,18]. Instead, our modelling indicates that we need to use around 100 trajectories to have significant confidence in our results. Comparing results for different amounts of bias indicates that we see a remarkable reduction in the confidence for biased data. In summary, optimal results correspond to unbiased trajectories collected over relatively short timescales. However, even under these highly idealized conditions, we need to collect very large numbers of trajectories to be able to draw reliable conclusions.

To explore the relationship between confidence, the timescale of the experiment and the number of experimental replicates, we present a final set of results in figure 3m–o showing how the confidence decreases as a function of time for different experiments where different numbers of trajectories are considered. These results confirm that on very short timescales we are very confident in our experimental observations and that our confidence decays very quickly with time. Again, we observe that the decay in confidence with time occurs fastest for the more biased motion.

All results presented in figure 3 correspond to cell trajectories originating from the right-most edge of the explant. Intuitively, we might expect that our results will depend on the initial location of the tagged cell, and, for completeness, we present equivalent results illustrating how predictions vary as a function of the initial location by considering tracking a cell at the centre (figure 4) and the left-most edge (figure 5) of the explant. These additional results confirm that the details of the trajectory data depend on the initial location of the tagged cell. However, regardless of these details, we still observe that our confidence decays rapidly with time, as the number of observations decreases and with increasing motility bias.

3.2. Parameter fitting

All results in figures 3–5 quantify our ability to infer the cell migration mechanism in a cell trajectory experiment using a measure of confidence. We can also quantify our ability to infer the cell migration mechanism using parameter fitting. To illustrate this approach, we consider 12 different experiments corresponding to three different amounts of bias ($\rho_x = 0, 0.1, 0.5$) and four different time points ($t = 6, 12, 18, 24$ h), each with $P_m = 1$ and $\tau = 100$ s. For each experimental condition, we considered 121 equally spaced values of $P_m$ in the range $P_m \in [0,1.2]$ and equally spaced values of $\rho_x$ in the range $\rho_x \in [-0.2,0.6]$. For each of the 121 × 81 parameter combinations, we performed an impractically large number of realizations ($M = 5000$) to quantify the m.s.e. according to equation (2.4). These data are reported in figure 6 as a series of error surfaces showing the m.s.e. as a function of $P_m$ and $\rho_x$. The error surfaces display some revealing trends. First, none of these error surfaces contains a single, well-defined minimum, which suggests that there are many parameter combinations that give a good match to our observations, regardless of the amount of experimental data. Second, as $\rho_x$ increases, the ‘shallow’ region of the error surface surrounding the true minimum becomes larger. This indicates that our ability to recover the true parameters becomes increasingly difficult as $\rho_x$ increases.

To explore our ability to fit parameters using realistic numbers of experimental replicates, we used Matlab’s LSQLIN routine [33] to obtain least-squares estimates of $P_m$ and $\rho_x$ for trajectory data averaged over just $M = 10, 20$ and 40 samples. The results of this fitting exercise are superimposed on the error surfaces in figure 6, where we see that such parameter estimates can give misleading results. For example, results in figure 6a for $t = 6$ h with true values of $(P_m, \rho_x) = (1.0, 0)$ indicate that we estimate $(\hat{P}_m, \hat{\rho}_x) \approx (1.2, -0.1)$, $(0.81, 0.02)$ and $(0.97, 0.01)$ with $M = 10, 20$ and 40, respectively. These parameter fitting results are consistent with our confidence interval results in figure 3 where we observed that our confidence decreased rapidly as $M$ decreased. The same trends are observed in other subfigures in figure 6 for different amounts of bias and different experimental durations.

Data in figure 6 also indicate that the amount of bias present in the experiment has an influence on our ability to recover parameters from limited observations. For example, the least-squares parameter estimates in the left column of figure 6 with $M = 40$ are consistently closer to the expected minimum compared with our least-squares estimates with $M = 40$ in the middle and right columns, for larger values of $\rho_x$. These trends are also consistent with our confidence interval results in figure 3 where we saw that, in general, our estimates of confidence decreased as $\rho_x$ increased. In summary, we find that the trends in figures 3 and 6 confirm that we can best infer the mechanisms from unbiased trajectory data collected over relatively short time periods with a large number of replicates. Conversely, the trends in figures 3 and 6 indicate that we are least able to infer the mechanisms from biased trajectory data collected over long time periods with a small number of replicates. Because our parameter estimation approach yields results that are consistent with our confidence data, we shall focus only on the confidence results for the remainder of this work.

3.3. Confidence in one dimension over variable cell diameters

Results in figures 3–5 indicate that our confidence in observed trajectory data is very low for typical conditions where modest numbers of trajectories are recorded over typical experimental timescales [6–13]. In particular, for the best-case scenario where the system is characterized by
unbiased motility and we have access to 100 identically prepared trajectories, we never observe any confidence intervals greater than 65%. We now seek to relax the conditions imposed in figures 3–5 by exploring the sensitivity of our confidence results as a function of the desired interval about the mean. If, say, we consider interpreting trajectory data from figure 3 within a window of \( \pm 5 \) cell diameters instead of \( \pm 1 \) cell diameters, the results in figure 7a,b indicate that our confidence in the trajectory data increases significantly. Similarly, the results in figure 7c indicate that if we are satisfied with a sample interval of \( \pm 10 \) cell diameters, then our confidence increases towards 100% quite rapidly.

The results in figure 7d–f indicate that if we consider the trajectory data from figure 3 and we relax the sample interval from \( \beta = 1 \) to \( \beta = 5 \) or \( \beta = 10 \), we observe a much slower decay in the confidence over time. These results indicate that it is infeasible for us to expect to make very accurate results over typical timescales and using typical numbers of experimental trajectories if we expect to be confident within \( \pm 1 \) cell diameter, whereas it is more realistic to expect to

Figure 4. (a–c) Comparison of averaged agent density information from the discrete simulations (blue (dark grey), solid) for the same initial condition shown in figure 2d superimposed on the corresponding solution of equation (2.1) (red (grey), dashed) at \( t = 24 \) h for different amounts of bias with \( \rho_m = 1, \Delta = 20 \) \( \mu \)m and \( \tau = 100 \) s. Average density profiles are constructed using \( M = 5000 \) realizations. (d–f) Comparison of averaged trajectories from the simulations in (a–c) (blue (dark grey), solid) where the initial location of the tagged cells is at the centre of the population, \( x(0) = 2000 \) \( \mu \)m, is superimposed on the corresponding solution of equation (2.3) (red (grey), dashed) for different amounts of bias. Five sample trajectories from the results used to construct the average trajectories in (d–f) are shown in (g–i). Results in (j–l) show how the confidence varies when we identify the true average trajectory to within an interval of \( \pm 1 \) cell diameter as a function of the number of identically prepared trajectories considered. Confidence results are given at \( t = 6, 12, 18 \) and 24 h with the arrows showing the direction of increasing \( t \). Results in (m–o) show how the confidence decreases with \( t \) when we consider identifying the average trajectory to within \( \pm 1 \) cell diameter with \( M = 10, 20 \) and 40 experimental realizations with the arrows showing the direction of decreasing \( M \). (Online version in colour.)
be able to make relatively confident predictions using limited data over typical timescales if we only expect to be confident within a larger window.

3.4. Confidence in two-dimensions

We now analyse trajectory data from a two-dimensional explant equivalent to the snapshots shown in figure 2a–c. As in figure 2, we consider a two-dimensional explant of diameter 400 µm. Results in figure 8a–c show the averaged cell density profile and the corresponding solution of equation (2.1) at $t = 12 \, \text{h}$ for different amounts of bias: $\rho_x = \rho_y = 0$, $\rho_x = \rho_y = 0.1$ and $\rho_x = \rho_y = 0.5$, respectively. This comparison confirms that equation (2.1) accurately describes the temporal evolution of the cell density profile in such a two-dimensional explant.

Within these simulations, we tag a cell at the leading edge of the explant, with initial location $(x(0), y(0)) = (1140, 1140 \, \mu\text{m})$, and we show the averaged $x$-coordinate of the cell trajectory together with the solution of equation (2.3) in figure 8d–f. We have omitted to show the details of the $y$-coordinate of the trajectory because, owing to symmetry, the cell trajectory information in the $y$-direction is equivalent to the $x$-direction.

Figure 5. (a–c) Comparison of averaged agent density information from the discrete simulations (blue (dark grey), solid) for the same initial condition shown in figure 2a superimposed on the corresponding solution of equation (2.1) (red (grey), dashed) at $t = 24 \, \text{h}$ for different amounts of bias with $P_m = 1$, $\Delta = 20 \, \mu\text{m}$ and $\tau = 100 \, \text{s}$. Average density profiles are constructed using $M = 5000$ realizations. (d–f) Comparison of averaged trajectories from the simulations in (a–c) (blue (dark grey), solid) where the initial location of the tagged cells is at the left-most edge of the population, $x(0) = 1800 \, \mu\text{m}$, is superimposed on the corresponding solution of equation (2.3) (red (grey), dashed) for different amounts of bias. Five sample trajectories from the results used to construct the average trajectories in (d–f) are shown in (g–i). Results in (j–l) show how the confidence varies when we identify the true average trajectory to within an interval of ±1 cell diameter as a function of the number of identically prepared trajectories considered. Confidence results are given at $t = 6, 12, 18$ and $24 \, \text{h}$ with the arrows showing the direction of increasing $t$. Results in (m–o) show how the confidence decreases with $t$ when we consider identifying the average trajectory to within ±1 cell diameter with $M = 10, 20$ and $40$ experimental realizations with the arrows showing the direction of decreasing $M$. (Online version in colour.)
Figure 6. Parameter fitting results for the cell-tracking experiment shown in figure 3. Each subfigure shows a surface of the m.s.e., given by equation (2.4), for cell-tracking experiments corresponding to $P_m = 1$, various $\rho_x$ as indicated, and for different experimental durations: ($a$–$c$) $t = 6$ h, ($d$–$f$) $t = 12$ h, ($g$–$i$) $t = 18$ h and ($j$–$l$) $t = 24$ h. The m.s.e. surface was constructed using $M = 5000$ identically prepared realizations, and the black dot on each subfigure shows the expected minimum of the m.s.e. Least-squares parameter estimates were obtained and superimposed on each subfigure using different sample sizes, $M = 10, 20$ and $40$, and these estimates are indicated using a star (green), square (red) and cross (blue), respectively. The colour bar used to define the m.s.e. surface is given on the right. (Online version in colour.)

Figure 7. Results in ($a$–$c$) are equivalent to the confidence results in figure 3j except that we estimate the confidence within an interval about the mean $\pm \beta$ with ($a$) $\beta = 1$, ($b$) $\beta = 5$ and ($c$) $\beta = 10$. The arrows show the direction of increasing time ($t = 6, 12, 18$ and $24$ h). Results in ($d$–$f$) are equivalent to the confidence results in figure 3m except that we estimate the confidence within an interval about the mean $\pm \beta$, with ($d$) $\beta = 1$, ($e$) $\beta = 5$ and ($f$) $\beta = 10$. The arrows show the direction of decreasing $M$ ($M = 40, 20, 10$). (Online version in colour.)
Comparing the averaged simulation results and the solution of equation (2.3) in figure 8d–f confirms that the continuous description accurately describes the average behaviour of the discrete model for sufficiently large $M$.

Results in figure 8g–i show five sample trajectories corresponding to the trajectories used to construct the average cell trajectories in figure 8d–f. Similar to the results in figures 3–5, for the two-dimensional problem, we see that the individual trajectories are noisy, with some individual trajectories displaying behaviour that is quite different to the average results. To quantify our ability to predict the expected mean behaviour of the system using a limited number of experimental trajectories, we present confidence intervals in figure 8j–l at $t=6$ and 12 h, as a function of the number of experimental realizations, $M$. We observe the same qualitative trends in the two-dimensional confidence interval data that was observed previously for the quasi-one-dimensional results, namely that our confidence decreases with decreasing $\rho_x = \rho_y = 0$

$\rho_x = \rho_y = 0.1$

$\rho_x = \rho_y = 0.5$

Figure 8. (a–c) Comparison of averaged discrete agent density profiles (blue (dark grey), solid) at $t=12$ h using $M=5000$ and the corresponding solution of equation (2.1) (red (grey), dashed) for different amounts of bias with $\rho_x = 1$, $\Delta = 20 \mu m$ and $\tau = 100 s$. The inner and outer contours correspond to $C(x, y, t)=0.15$ and $0.05$, respectively. (d–f) Comparison of averaged trajectories from the simulations in (a–c) (blue (dark grey), solid) where the initial location of the tagged cells is at the edge of the population at $(x, y)=(1140, 1140 \mu m)$ and the solution of equation (2.3) (red (grey), dashed). Five sample trajectories from the results used to construct the average trajectories in (d–f) are shown in (g–i). Results in (j–l) show how the confidence varies when we identify the true average trajectory to within an interval of $\pm 1$ cell diameter as a function of $M$. Confidence results are given at $t=6$ and 12 h with the arrows showing the direction of increasing $t$. Results in (m–o) show how the confidence decreases with $t$ when we consider identifying the average trajectory to within $\pm 1$ cell diameter with $M=10$, 20 and 40 experimental replicates, with the arrows show the direction of decreasing $M$. (Online version in colour.)
M, with increasing time and with increasing motility bias. Importantly, when we compare our confidence intervals in figure 8j–l with results in figure 3, we see that the confidence in the two-dimensional experiment is lower than in the corresponding one-dimensional experiment. Similar trends are clear when we present our confidence as a function of time in figure 8m–o where we see that the two-dimensional confidence trends are qualitatively similar to the trends illustrated previously for the quasi-one-dimensional problem except that the two-dimensional confidence results are much lower. The implications of comparing the quasi-one- and two-dimensional confidence intervals are that there is an advantage in performing cell trajectory experiments in a one-dimensional geometry.

4. Conclusions

Analysing cell trajectories is a common approach used to infer different cell migration mechanisms [6–13]. A major challenge in the interpretation of cell trajectory experiments is that there is no standard protocol for designing or interpreting such assays and this means that it is often tricky to interpret and compare different sets of published cell trajectory data. Further, our modelling demonstrates that it is very difficult to extract meaningful information from limited amounts of trajectory data, because these data are inherently noisy and become increasingly noisy with time and with increasing motility bias. This implies that the collection of such data ought to be designed with care by ensuring that trajectory data are collected over sufficiently long periods of time that we can observe meaningful trajectories, but not too long that the trajectory data become too noisy. We also show that cell trajectories associated with biased migration are more sensitive to noise than cell trajectories associated with undirected cell migration and that trajectory data obtained from two-dimensional migration assays are more sensitive to noise than trajectories from quasi-one-dimensional assays conducted in a channel geometry where the initial condition is independent of vertical location. This is a standard way to perform cell migration assays, such as a scratch assay [1,29], and essentially allows us to reduce the problem to a one-dimensional problem. Our results show that focusing on this type of channel assay problem gives more reliable data than genuinely two-dimensional assays.
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