Theoretical analysis of the worthiness of Henry and Elder problems as benchmarks of density-dependent groundwater flow models
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Abstract

Computer models must be tested to ensure that the mathematical statements and solution schemes accurately represent the physical processes of interest. Because the availability of benchmark problems for testing density-dependent groundwater models is limited, one should be careful in using these problems appropriately. Details of a Galerkin finite-element model for the simulation of density-dependent, variably saturated flow processes are presented here. The model is tested using the Henry salt-water intrusion problem and Elder salt convection problem. The quality of these benchmark problems is then evaluated by solving the problems in the standard density-coupled mode and in a new density-uncoupled mode. The differences between the solutions indicate that the Henry salt-water intrusion problem has limited usefulness in benchmarking density-dependent flow models because the internal flow dynamics are largely determined by the boundary forcing. Alternatively, the Elder salt-convection problem is more suited to the model testing process because the flow patterns are completely determined by the internal balance of pressure and gravity forces.
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1. Introduction

Benchmarking the performance of a numerical code against standard analytical solutions is the necessary first step in testing the correctness of the numerical approximations. The next logical step in the benchmarking process is testing the code to either reflect a laboratory-scale experimental data set or a field-scale case study. Completing these two benchmarking steps for a density-dependent flow model is a difficult task because the availability of analytical solutions or standard laboratory/field data sets for the density-dependent flow problem is limited [31]. This contrasts with those problems involving linear solute transport and/or density invariant groundwater flow, for which there exists several well known analytical and laboratory solutions to the governing equations [1,17].

In the literature there has been much discussion concerning the philosophy of the model benchmarking processes. While it is not the purpose of this communication to enter into this philosophical discussion, the inherent problems with model verification should be acknowledged. Konikow and Bredehoeff [20] and Oreskes et al. [24] argue that verification and validation of numerical models of natural systems is impossible, as true natural systems are not closed and numerical results are always non-unique. While the importance of this argument should not be understated, the recognition of these philosophical issues should not detract from the need for accurate model development and testing, as the process of mathematical modeling is one of the useful options available for gaining insight into complex natural systems.

Konikow and Bredehoeff [21] suggested that a simple acknowledgement by the groundwater modeling community might circumvent some of the philosophical issues associated with model validation and verification.
They argued that the terms validation and verification should not be used in relation to model testing as these terms convey a false sense of accuracy to the general public. Furthermore, they stated that groundwater modelers should acknowledge the philosophical problems with the terms validation and verification and refrain from using them, and they suggest the term history matching as a substitute. We propose and use the term benchmarking as a way to describe and expand upon the meaning of history matching. By using the term benchmarking, we imply that the numerical algorithm can reproduce the prior history of a well-defined problem. The term benchmarking is also broader in scope than history matching and refers to model testing against standard problems that have been sufficiently tested and are widely accepted by model developers. An additional property of benchmark problems is that they are well understood and have been tested against analytical expressions and/or well-controlled field and laboratory studies, as well as against several numerical solutions in published intercode comparison studies.

A review of the benchmark problems available for testing density-dependent groundwater flow indicates that the Henry salt-water intrusion problem, for which an analytical solution exists, and the Elder salt convection problem, for which laboratory and numerical data are available, are the most popular ones. Note that while this study focuses upon the Henry salt-water intrusion problem and the Elder salt convection problem, there are several other problems that have been used in the literature to benchmark density-dependent groundwater flow codes. For example, the HYDROCOIN level 1, case 5 salt-dome problem [25] has also been frequently cited in the literature as a benchmarking problem e.g., [15,19,23]. More recently, several newer problems have been devised and proposed as benchmarking standards e.g., [18,31]. Although we restricted this analysis to the two most popular benchmark problems, the methodology developed here could be used to perform a similar analysis upon other benchmark problems.

The objective of this study is to provide a comprehensive assessment of the worthiness of the Henry and Elder problems, a qualitative assessment of the worthiness of each problem is accomplished.

2. Modeling density-dependent groundwater flow

2.1. Governing equations and constitutive relations

The equations governing the movement of a fluid through a variably saturated porous medium subject to variable density conditions can be derived from mass and momentum conservation principles [10,13]. For the present study, only two-dimensional (vertical) flow is considered. The governing equations are a set of two, coupled, non-linear partial differential equations written in terms of the fresh water pressure head as the dependent variable [2]:

$$
\begin{align*}
\frac{\partial (\rho \theta)}{\partial t} & + \frac{\partial (\rho \varphi \psi)}{\partial t} \\
& = \frac{\partial}{\partial x} \left( \beta K(\theta) \frac{\partial \psi}{\partial x} \right) + \frac{\partial}{\partial z} \left( \beta K(\theta) \frac{\partial \psi}{\partial z} \right) + \frac{\partial (\rho \theta K(\theta))}{\partial x} \\
\rho \frac{\partial C}{\partial t} & = \beta \frac{\partial}{\partial x} \left( D_i \theta \frac{\partial C}{\partial x} \right) + \beta \frac{\partial}{\partial z} \left( D_i \theta \frac{\partial C}{\partial z} \right) \\
& - V_i \theta \frac{\partial C}{\partial x} - V_i \theta \frac{\partial C}{\partial z}
\end{align*}
$$

(1)

(2)

where $\theta$ is the water content of the porous medium, $\beta$ is the ratio of the fluid density to a reference freshwater density, $K$ [LT$^{-1}$] is the hydraulic conductivity of the porous medium, $\psi$ [L] is the freshwater pressure head of the fluid, $S_i$ [L]$^{-1}$ is the specific storage coefficient for the porous medium, $\phi$ is the porosity of the porous medium, $C$ [ML$^{-3}$] is the concentration of the solute which contributes to the density variation, $D_i$ [L$^2$T$^{-1}$] is the total dispersion coefficient in the $i$th Cartesian direction and $V_i$ [LT$^{-1}$] is the fluid velocity in the $i$th Cartesian direction.

Eqs. (1) and (2) are coupled through the $\beta$ term which represents the relative difference between the density of the fluid to a reference freshwater density:

$$
\rho = \rho_0 \beta = \rho_0 (1 + \varepsilon C)
$$

(3)

where $\rho$ [ML$^{-3}$] is the fluid density, $\rho_0$ [ML$^{-3}$] is the reference fresh water density, $C$ is a dimensionless concentration $C = C/C_{\text{max}}$, where $C_{\text{max}}$ [ML$^{-3}$] is the concentration corresponding to the maximum fluid density, and $\varepsilon$ is a dimensionless measure of the difference between the maximum density and freshwater density defined by

$$
\varepsilon = \frac{\rho_{\text{max}} - \rho_0}{\rho_0}
$$

(4)

Eq. (1) governs the movement of the fluid under variably saturated, density-dependent conditions. Eq. (2) represents the movement of the solute through the action of
dispersion and advective processes. In addition the equations are coupled through the fluid velocity, which may be calculated through the application of Darcy’s law once Eq. (1) has been solved:

$$V_i = -\frac{K}{\theta} \left( \frac{\partial \psi}{\partial x_i} + g_i \right)$$

(5)

where $g_i$ is the vector indicating the direction of the action of gravitational forces.

Once the spatial distribution of velocity is known, then the coefficients of dispersion can be evaluated using the relations [10]:

$$D_x = z_L \frac{V^2}{\| V \|} + z_T \frac{V^2}{\| V \|^2} + D_m$$

$$D_z = z_L \frac{V^2}{\| V \|} + z_T \frac{V^2}{\| V \|^2} + D_m$$

(6)

where $z_L$ [L] and $z_T$ [L] are the longitudinal and transverse dispersivities, respectively, $\| V \|$ [LT$^{-1}$] is magnitude of the fluid velocity and $D_m$ [L$^2$T$^{-1}$] is the molecular diffusion coefficient for the solute within the porous medium.

Eqs. (1)–(6) are the governing equations for density-dependent flow in variably saturated porous media. The variably saturated form of the density-dependent flow equations is considered because it is the most comprehensive way to describe general density-dependent flow conditions. Although the benchmark problems considered in this paper are only concerned with fully saturated conditions, there are several practical problems that involve variably saturated flow phenomena. For example, Boufadel et al. [3] showed how variably saturated conditions could influence the groundwater flow beneath salt-lakes.

2.2. Numerical solution strategy

The solution of equations defined by the system (1)–(6) poses an interesting numerical challenge, particularly because the system is non-linear. Under fully saturated density-dependent flow conditions the non-linearity in the system arises from the presence of $\beta$ in both the groundwater flow and solute transport equations. For the case of variably saturated density-dependent conditions, the governing equations are further complicated by the more complex non-linear relationships between the fluid pressure and moisture content, as well as the fluid pressure and the unsaturated hydraulic conductivity of the porous medium.

The numerical solution of the governing equations was sought using the Galerkin finite-element technique. The discretization of the spatial domain is achieved using linear triangular elements. The transient, variably saturated groundwater flow equation is approximated using a lumped, backward Euler time stepping scheme. The modified Picard procedure is incorporated to alleviate the non-linearity in the flow equation for unsaturated conditions [4,5]. Once the flow equation is solved, then the fluid velocity is evaluated using a method proposed by Yeh [36]. This method for the evaluation of fluid velocities ensures that the Darcy flux across each element boundary is continuous and therefore guarantees conservation of mass at each element interface [36]. Once the spatial variation of the fluid velocity is known, the dispersion coefficients in the solute transport equation can be calculated. The solute transport equation is then solved using a lumped Galerkin finite element formulation that incorporates the use of a time-weighting scheme.

While the equations resulting from the application of the Galerkin finite-element-method have been documented for simple variably saturated flow [16] as well as for fully saturated, density-dependent flow [10], there has been no clear documentation of the integrated element equations for variably saturated, density-dependent groundwater flow. Therefore, the details of the Galerkin element matrices derived for the variably saturated density-dependent groundwater flow equations are summarized in Appendix A for reference purposes. The matrix equations have been derived by analytically integrating the governing equations over linear triangular elements; therefore the algorithm has the advantage of avoiding the need for any numerical integration, and the entries in the stiffness matrix and force vector can be directly assembled with little effort. In addition, while implementing the Yeh [36] algorithm it should be recognized that the global stiffness matrix for the evaluation of the $x$ and $z$ components of the Darcy flux are identical. Furthermore, the entries in these flux matrices depend only upon the area of the elements, so significant computational savings can be made by assembling the flux matrix once only during the simulation.

The steps used in the numerical solution algorithm are summarized in Fig. 1. To solve a well posed problem, at the beginning of each time step the concentrations are assumed known and therefore the spatial distribution $\beta$ is known. The distribution of $\beta$ is used to solve the groundwater flow equation to yield the freshwater pressure head distribution. The fluid pressure and hydraulic conductivity are used to evaluate the fluid velocity, which then allows the evaluation of the dispersion coefficients. The fluid velocities and dispersion coefficients are introduced into the transport equation, which is linearized using the value of $\beta$ from the previous coupling iteration. The concentrations at the new time step are obtained and used to update $\beta$, which is substituted back into the flow equation. This solution procedure is repeated iteratively until the maximum change in the fluid pressure (or solute concentration) falls below some specified tolerance. The linearized systems of equations generated by the procedure are solved using a banded LU factorization algorithm.
3. Testing coupled groundwater flow and solute transport

Due to the complexity of the solution algorithm it is important to use benchmark problems to test whether the solution scheme is an accurate approximation of the partial differential equations. The relationships and coupling schemes are complex, therefore the only way to check the consistency is to use a previously benchmarked solution and compare it with the newly generated solution. To test the performance of the algorithm proposed in this study, two benchmark problems are solved and the results are compared against published solutions.

3.1. Henry's salt-water intrusion problem

In the literature, variable-density models are always benchmarked by solving the well-known Henry's salt-water intrusion problem [14]. Henry’s problem is unique because an analytical solution exists; however, Henry's analytical solution is rather controversial. After almost 40 years of research, there has been a lot of discussion about the reproducibility and quality of Henry's original analytical solution [7,30]. Further complications have been introduced by the presentation of incorrect results; Voss and Souza [33] claimed that several analysts used an incorrect value for the total dispersion coefficient and that this trend was started by the work of Pinder and Cooper [26].

Several authors have also modified the original boundary conditions used by Henry to make the problem more realistic, this trend was started by Segol et al. [28]. The modified boundary condition involves making the original seaward boundary a combination of a partly freshwater and partly seawater boundary. While this may make the problem more realistic, the use of non-homogeneous boundary conditions precludes the use of Henry's analytical solution. Croucher and O'Sullivan [7] speculated that the original evaluation of Henry's analytical solution might have also been in error. Segol [30] re-evaluated the analytical solution and showed that the resulting governing equations differed in three places from those reported by Henry. Segol [30] then evaluated the revised analytical solution and demonstrated that it was in close agreement to a numerical solution of Henry's problem [30]. While this updated evaluation of Henry's analytical solution does correspond well with numerical solutions [30], it is the more realistic version of the Henry problem with the mixed seawater and freshwater boundary, as described by Frind [10] that is most frequently used as a benchmark problem. For example, several published models have used the solutions from Frind [10] to validate their density-dependent codes, e.g., [2,12,19]. Therefore, in this study, we used the modified Henry problem of Frind [10] as the standard benchmark problem.

The modified Henry's problem consists of a confined aquifer, which is subjected to a horizontal fresh-
water recharge. The boundary conditions imposed on the aquifer are summarized in Fig. 2. The freshwater exits towards a sea boundary that is composed of a hydrostatic distribution of freshwater overlying heavier seawater. The model parameters used in the problem are shown in Table 1.

The simulation was performed upon a regularly discretized aquifer using 231 (21 horizontally, 11 vertically) nodes and 400 right-angled triangular elements. The initial condition for the problem was a quiescent aquifer composed of fresh water. The time step for the simula-

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Quantity</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D_m )</td>
<td>Coefficient of molecular diffusion</td>
<td>1.886 ( \times 10^{-5} )</td>
<td>m(^2) s(^{-1})</td>
</tr>
<tr>
<td>( g )</td>
<td>Magnitude of gravitational acceleration</td>
<td>9.80</td>
<td>m(s^{-2})</td>
</tr>
<tr>
<td>( K )</td>
<td>Hydraulic conductivity</td>
<td>1.0 ( \times 10^{-2} )</td>
<td>m(s^{-1})</td>
</tr>
<tr>
<td>( q )</td>
<td>Recharge rate</td>
<td>6.6 ( \times 10^{-5} )</td>
<td>m(s^{-1})</td>
</tr>
<tr>
<td>( S_s )</td>
<td>Specific storage</td>
<td>0.0</td>
<td>m(^{-1})</td>
</tr>
<tr>
<td>( \beta_{\text{max}} )</td>
<td>Maximum density ratio</td>
<td>1.025</td>
<td>–</td>
</tr>
<tr>
<td>( \phi )</td>
<td>Porosity</td>
<td>0.35</td>
<td>–</td>
</tr>
<tr>
<td>( \rho_o )</td>
<td>Reference density</td>
<td>1000</td>
<td>kg(m^{-3})</td>
</tr>
<tr>
<td>( \rho_{\text{max}} )</td>
<td>Brine density</td>
<td>1025</td>
<td>kg(m^{-3})</td>
</tr>
</tbody>
</table>

The model was run for 280 min, after which the density field did not change appreciably; this is consistent with other analysts who have obtained the steady solution within a similar time period [10]. Once the density field was stationary, the isochlor positions were obtained. Fig. 3 shows the 25%, 50% and 75% isochlors along with data points obtained from Frind [10]. The comparison of the 50% isochlor with that previously published shows that the present model is capable of reproducing the result observed by Frind [10].

In general, the Henry salt-water intrusion problem is usually numerically reproduced using a transient model.
that is allowed to approach a steady profile over a long simulation period [2,10,12,19,28,33]. While the focus of the Henry salt-water intrusion problem is upon the generation of the steady-state profile, it is also possible to use the transient information to benchmark the model performance. However, care must be taken when using transient information since the results are sensitive to the initial condition used for the simulation. Normally, the initial condition for Henry’s salt-water intrusion problem is a quiescent freshwater aquifer, although some analysts have started the simulation using the salt distribution predicted by the Ghyben-Herzberg hydrostatic assumption [10,26]. For the freshwater aquifer initial condition, it is possible to locate the position of the base of the 50% isochlor as it moves along the lower boundary of the aquifer. Frind [10] also solved the problem for the freshwater aquifer initial condition. The model data for the movement of the 50% isochlor provided by Frind [10] is compared against the present model results for the 25%, 50% and 75% isochlors in Fig. 4. Since the transient data are readily available from a density-dependent flow simulation, it is envisaged that this temporal data analysis should become a common task in the benchmarking process.

3.2. The Elder salt convection problem

The original problem studied by Elder [8] concerned laminar fluid flow in a closed rectangular box modeled in cross-section. The flow within the box was initiated by a vertical temperature gradient, and thermally induced density gradients caused a complex pattern of fingering of the denser water to mix through the box. This problem was studied both physically in the laboratory with the use of a Hele-Shaw cell as well as being numerically reproduced. Since the laboratory conditions restricted the fluid flow to laminar conditions, Elder [9] also developed a modified problem with parameters suited to porous media flow where the density-dependence was caused by solute variations. This modified Elder problem is another standard benchmark problem used for testing several density-dependent flow codes [3,15,19,23], this problem shall be referred to herein as the Elder salt-convection problem. The maximum fluid density for the Elder salt convection problem is 1200 kg/m³, hence the problem is often classified as a brine transport problem. Some of the difficulties in describing and predicting brine flows have been discussed by Hassanizadeh and Leijnse [13] and Watson and Barry [34].

The domain and boundary conditions for the Elder salt convection problem describe a closed aquifer, a zero pressure head is maintained on the two upper corners of the domain (Fig. 5). The aquifer properties and solute transport characteristics are summarized in Table 2. In our study the domain is regularly discretized using 3131 nodes (101 horizontally, 31 vertically) and 6000 right-angled linear triangular elements. The temporal discretization was maintained at a constant interval of one month, and the iterative coupling between the groundwater flow and solute transport equations was considered complete when the maximum change in the freshwater pressure head between iterations was smaller than 0.005 m [33]. A fully implicit temporal weighting

![Fig. 4. Transient position of the toe of the saline water for the Henry problem.](image)

![Fig. 5. Domain and boundary conditions for the Elder problem.](image)
scheme was used to approximate the transport equation. The distribution of the coupled flow and transport characteristics was determined after 2, 4 and 10 years of simulation. The solute concentration profiles produced by the model show the generation of a series of transient vortices, which spread the solute throughout the aquifer through the action of both advection and molecular diffusion (Fig. 6). As expected, the distribution of the lobes of dense fluid is symmetric about the centerline of the aquifer.

Similar to the Henry problem, there are several published profiles available for the Elder salt convection problem. For example, previously published profiles by Voss and Souza [33] and Elder [9] are compared to the present profiles in Fig. 7. Comparing these profiles, one could draw two conclusions; firstly, the current model is capable of reproducing the solute concentration patterns reasonably well. Secondly, the comparison shows the difficulty in quantitatively benchmarking the Elder salt convection problem. Unfortunately, benchmarking the Elder results can be a tedious task as the solutions available in the literature can differ dramatically depending upon the numerical discretization and level of modeling sophistication used to generate the results. For example, Kolditz et al. [19] showed that the Elder salt convection profiles depend upon the level of modeling sophistication chosen for the numerical representation of the density-dependent flow and transport processes. Furthermore, their work incorporated a mesh-refinement procedure to show that the results can be quite sensitive to the level of discretization used in the numerical representation of the problem [19]. More recently, a locally adaptive grid technique was used in conjunction with a perturbation study to investigate the non-unique nature of the stationary solutions to the Elder problem [11].

Another point of interest with the Elder salt convection problem was shown by Boufad et al. [3], where the problem was simulated using linear triangular finite elements. The results of Boufad et al. [3] showed that the problem is sensitive to mesh-induced anisotropy when discretized with regularly aligned linear triangular elements and that the mesh had to be refined to overcome these problems. Therefore, given the range of solutions presented in the literature, at best the analyst can only show a qualitative comparison to demonstrate that the profiles generated by the new algorithm capture the essential features of the problem. This is why only a qualitative comparison between the profiles in Fig. 7 was possible for the benchmarking of the current numerical algorithm. In spite of this difficulty, the results from the present model captures the essential features of the fluid flow and the solute profiles are similar to those reported in the literature [3,19,23,33].

### Table 2
Aquifer and transport properties used for the Elder problem [33]

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Quantity</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_m$</td>
<td>Coefficient of molecular</td>
<td>$3.565 \times 10^{-6}$</td>
<td>m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>diffusion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$g$</td>
<td>Magnitude of gravitational</td>
<td>$9.81$</td>
<td>m s$^{-2}$</td>
</tr>
<tr>
<td></td>
<td>acceleration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>Intrinsic permeability</td>
<td>$4.845 \times 10^{-13}$</td>
<td>m$^2$</td>
</tr>
<tr>
<td>$\beta_{\text{max}}$</td>
<td>Maximum density ratio</td>
<td>$1.2$</td>
<td>–</td>
</tr>
<tr>
<td>$S_s$</td>
<td>Specific storage</td>
<td>$0.0$</td>
<td>m$^{-1}$</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Porosity</td>
<td>$0.1$</td>
<td>–</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Dynamic viscosity</td>
<td>$1 \times 10^{-3}$</td>
<td>kg m$^{-1}$ s$^{-1}$</td>
</tr>
<tr>
<td>$\rho_o$</td>
<td>Reference density</td>
<td>$1000$</td>
<td>kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_{\text{max}}$</td>
<td>Brine density</td>
<td>$1200$</td>
<td>kg m$^{-3}$</td>
</tr>
</tbody>
</table>

Fig. 6. Evolution of the flow pattern of the dense fluid into the aquifer for the Elder problem (20% isochlor solid, 60% isochlor dotted), showing the pattern after 2, 4 and 10 years.

Fig. 7. Comparison of the 20% and 60% isochlors for the Elder problem after 10 years, by Elder [9] (—), Voss and Souza [33] (–) and the present model (- -).

4. Evaluation of the worthiness of the modified Henry and Elder salt-convection problems

In order to assess the worthiness of both the Henry and Elder salt convection problems for the evaluation of the consistency of a density-dependent algorithm, the
problems were again solved after ignoring the coupling between the flow and transport equations. The basic objective of this task is to obtain a qualitative assessment of the degree to which the coupling is necessary to ensure that the problem of interest is solved correctly. If the coupled and uncoupled solutions are similar, then non-density-dependent processes must cause the interactions and therefore the problem is less worthy of being a benchmark problem. Alternatively, if there is a distinct difference between the coupled and uncoupled profiles then it is clear that the correct solution will only be obtained under the conditions where the numerical model accurately determines the balance of density-driven pressure and gravity forces.

4.1. Uncoupled Henry’s salt-water intrusion problem

To investigate the solution of Henry’s problem without coupling, $\beta$ was fixed as unity for the solution of the fluid flow, fluid velocity and solute transport formulations. Other conditions in the numerical formulation were left the same. The simulation was performed for the same length of time, after which the uncoupled concentration field was stationary. The position of the 50% isochlor after this simulation was measured and compared with the coupled solution in Fig. 8. Comparing the position of the 50% isochlor for the coupled and uncoupled solutions shows that the profiles are quite similar. The reason for this similarity could be explained by comparing the coupled and uncoupled steady-state velocity profiles for the problem.

The steady-state velocity fields for the Henry salt-water intrusion problem for the coupled and uncoupled conditions are shown in Fig. 9. A comparison of the coupled and uncoupled velocity fields reveals some interesting results. The coupled velocity field shows that the horizontal velocities associated with the heavier saline water intrudes further into the aquifer than for the uncoupled solution. The region of interaction of the heavy saline fluid with the fresh recharged fluid is much broader under coupled conditions. For the coupled solution, the change in velocity in the lower area of the aquifer, where the fresh and saline fluids interact, is quite sharp where as for the uncoupled solution the area of interaction is more gradual and smooth. This explains why the coupled 50% isochlor profile is not as smooth as the uncoupled 50% isochlor in Fig. 8. In general, the coupled and uncoupled flow patterns are largely the same. This similarity means that the density-dependent effects of the flow are not the key component in this test problem. In fact, the flow pattern in this problem is mostly determined by the imposed boundary conditions, which force the resulting distribution of pressures and concentrations.

It is also of interest to see whether this similarity between the coupled and uncoupled solution to Henry’s saltwater intrusion problem is persistent for some simple variations of the basic problem. In order to investigate this, the original Henry problem was solved by increasing the value of the fresh water recharge rate to two times the original value and then again to four times the original recharge rate. The algorithm was run under these modified flow conditions in both coupled and uncoupled modes. In each case the algorithm was executed for 280 min, after this time the density field became steady (Fig. 10).

As the recharge into the aquifer increases, the equilibrium position of the intruded water is pushed back towards the sea boundary. Interestingly, the similarity between the coupled and uncoupled profiles increased as the recharge is increased. This serves to show that the similarity in the coupled and uncoupled solutions observed for the original case was not an isolated example. The Henry problem does suffer from the problem that the true profile is largely determined by the boundary forcing and much less by the density-dependent effects.
It is also possible to obtain transient information regarding the solution to Henry’s problem in the uncoupled mode. Fig. 11 shows the transient movement of the position of the uncoupled 50% isochlor for the Henry problem as it progresses along the base of the aquifer towards the steady position. The results from this observation show that there is a marked difference between the coupled and uncoupled profiles. Firstly, as observed in Fig. 8, the uncoupled isochlor does not advance as far into the aquifer as does the coupled isochlor; secondly, the uncoupled profile becomes steady well before the coupled solution. Therefore, it seems that the best methodology for the observation of the differences between the uncoupled and coupled solutions is in the analysis of this transient data.

4.2. Uncoupled Elder salt convection problem

The analysis of the uncoupled Elder salt convection problem is quite straightforward. Since the boundary conditions for the flow equation describes a closed aquifer, the only way that the solute can enter the aquifer is through pure molecular diffusion of the solute into the porous medium.

The simulation of the uncoupled profiles shows a simple diffusion pattern into the aquifer (Fig. 12). This is a rather obvious result; the simple diffusion pattern is expected because the fluid in the aquifer is stationary with a fixed concentration boundary along the upper surface. Since there is no feedback between the fluid concentration and the velocity, there is no advection under the uncoupled conditions. A comparison of the results shown in Figs. 6 and 12 clearly demonstrates that the correct solution to the Elder problem is completely dependent upon the accuracy of the coupling scheme. The symmetric lobes generated in the coupled solution are caused by the diffusion of the solute from the top boundary into the underlying fresh aquifer water. This then enters a feedback loop whereby the heavier saline water moves down faster than the surrounding waters. This causes advection of the solute into the aquifer and sets up the complicated convective fingering pattern. Once this occurs, then the spatial and temporal changes in $\beta$ affect the groundwater flow equation and the entire system becomes strongly coupled. Analyzing the velocity field for the Elder salt-convection problem can show the importance of this coupling. Fig. 13 shows the coupled velocity field for the left-hand side of the aquifer after four years of simulation. While previous investigations have reported the velocity field for the Elder problem [3,33], re-iterating this diagram serves to show the significance of the problem as a benchmarking tool.

![Fig. 10. Comparison of the coupled and uncoupled 50% isochlor profiles for varying recharge in the Henry problem.](image1)

![Fig. 11. Comparison of the transient position of the 50% isochlor moving along the base of the aquifer for the Henry problem.](image2)

![Fig. 12. Evolution of the solute profile into the aquifer for the uncoupled Elder salt convection problem (20% isochlor solid, 60% isochlor dashed) showing the pattern after 2, 4 and 10 years.](image3)
The distribution of the solute is dependent upon the velocity field; but the velocity field is also dependent upon the solute concentration and without the coupling between the flow and solute processes the fluid velocity within the aquifer would be zero.

Since the uncoupled Elder salt convection problem is a simple diffusion problem, we can use an analytical solution to check the predicted location of the advancing concentration front. Assuming one-dimensional conditions along the centerline of the front, the apparent length-scale of the advancing front can be computed using the following analytical solution [6]:

\[
\frac{C}{C_0} = \text{erfc}\left(\frac{z}{2\sqrt{Dt}}\right)
\]

where \(\frac{C}{C_0}\) is the relative concentration of the solute, \(z\) [L] is the length-scale traveled by the solute, and erfc is the complimentary error function. Table 3 compared the length-scales of the 20% and 60% relative concentrations, after 2, 4 and 10 years predicted using the analytical and numerical solutions. The numerical model length-scales were estimated from the results presented in Fig. 12. The Table shows a good correspondence between the analytical and numerical results.

A comparison of the coupled and uncoupled solutions to the Elder problem shows that the problem is indeed worthy of being used as a benchmark. This is because the problem can only be solved correctly when the numerical code encompasses all of the intricacies of the correct representations of the equations, their coupling, and the associated constitutive relationships.

Table 3 Comparison of length-scales of the diffusion front predicted by the uncoupled Elder solution and the analytical solution

<table>
<thead>
<tr>
<th>Time (years)</th>
<th>Isochlor</th>
<th>Length—numerical (m)</th>
<th>Length—analytical (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>20%</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>60%</td>
<td>26</td>
<td>27</td>
</tr>
<tr>
<td>4</td>
<td>20%</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>60%</td>
<td>37</td>
<td>38</td>
</tr>
<tr>
<td>10</td>
<td>20%</td>
<td>24</td>
<td>25</td>
</tr>
<tr>
<td>10</td>
<td>60%</td>
<td>58</td>
<td>60</td>
</tr>
</tbody>
</table>

5. Discussion

The results of this worthiness analysis have several implications for studies that attempt to benchmark a density-dependent groundwater model. Traditionally, the focus of benchmarking studies has been centered upon the Henry problem. In the past, several density-dependent groundwater models have been used to simulate field-scale problems after only being tested against the Henry problem. Segol and Pinder [29] simulated a real field-scale saltwater intrusion problem using the models developed by Pinder and Cooper [26] and Segol et al. [28] after benchmarking against the Henry problem only. Similarly, the work of both Frind [10] and Galeati et al. [12] developed density-dependent models that were tested against the Henry’s problem alone and then immediately used to solve field-scale problems. Since the actual solution to Henry’s problem is rather obscure due to the complications with the analytical solution as well as the publication of incorrect solutions, it is clear that care must be taken when comparing the new model results to those previously established. Given that the coupled solution in terms of the isochlor distribution looks very similar to the uncoupled solution, it is conceivable that an algorithm which does not correctly solve and couple the governing equations could generate a solution that might appear to be similar to the true solution.

These problems with the Henry salt-water intrusion problem have been further compounded by the way the results for the problem are commonly presented in the density-dependent flow modeling literature. Typically, in the solution of the Henry problem, the analyst presents the isochlor distribution alone [2,12,19]. While it is a necessary condition for the algorithm to be correct that the isochlors must be comparable to those from previous work, it may not be sufficient to claim that the problem has been accurately solved simply because the isochlor positions are comparable.

Several points that can aid in the benchmarking of a density-dependent model using the Henry problem have been raised in this discussion. Firstly, the velocity field should be used as a qualitative check of the correctness of the internal mixing environment within the aquifer before the solution is deemed adequate. Secondly, if the density-dependent model is used in a transient fashion to obtain the isochlor profiles, then it is important to locate the transient position of the intruded toe of the saline water and use this as an additional point of reference to benchmark the code. Finally, it is worthwhile to test the sensitivity of the model to the coupled and uncoupled conditions as demonstrated in this work.

There are some obvious fundamental differences between the Elder and the Henry problems. The most striking difference is that the Henry problem involves a stable density stratification where the denser fluid un-
derlies the lighter fluid, while the Elder problem involves an unstable density stratification where the heavier fluid overlies the lighter fresh water. In addition, a comparison of the Rayleigh number for the Henry and Elder problems further explains in part, the fundamental differences between the problems. The Rayleigh number is the ratio between the buoyancy-driven fluxes and those caused by dispersion processes. The Rayleigh number determines the onset of instability and unstable fingering is expected when the Rayleigh number exceeds some critical value \[ \text{Rayleigh} \] . Evaluating the Rayleigh number using a standard expression given by Simmons et al. \[ \text{[31]} \] shows that the Elder problem has a Rayleigh number which is two orders of magnitude higher than that of the Henry problem. While the consequences of this difference is intuitive, it is not possible to assess whether this fundamental difference alone shall dictate the worthiness of the problem for benchmarking purposes.

The magnitude of the density differences observed in the Henry and Elder problems is another major difference between these two problems. The Henry salt-water intrusion problem deals only with seawater concentrations; therefore the maximum value of \( \beta \) in the flow and transport equations is 1.025. This contrasts with the Elder salt-convection problem where the maximum value of \( \beta \) is 1.2. The immediate effect of this difference is that the coupling between the equations is much stronger than for Henry’s problem. This was observed during the numerical simulations for this study as the solution of the Henry problem required only two coupling iterations between the groundwater flow and transport equations, while the Elder salt convection problem required about four iterations. The additional iterations were required because, when solving the transport equation with the values of \( \beta \) from the previous iteration, there is likely to be some discrepancy between the concentration values predicted and the values of \( \beta \) used in the transport equation. This discrepancy was always more pronounced for the Elder problem, and explains why more coupling iterations were required than for the Henry problem. In fact, historically the Henry problem has been successfully solved using a single step updating scheme where there is no iteration between the groundwater flow and transport equations, instead the values are simply updated \[ \text{[2,10]} \]. Because the larger value of \( \varepsilon \) (Eq. (4)) for the Elder salt-convection problem, a simple updating scheme is inadequate to provide sufficient coupling between the groundwater flow and solute transport equations. Therefore, the Elder salt convection problem has a greater worthiness as a benchmark problem as it is a thorough test for evaluating the integrity of the iterative coupling scheme used for the simulation of density-dependent groundwater flow.

Some limitations with the use of the Elder problem for benchmarking have also been identified. Due to the sensitivity of the Elder problem to numerical discretization and numerical representation there are several profiles in the literature, none of which are completely uniform. Therefore, at best the analyst can only use these profiles as a qualitative measure for the benchmarking process.

6. Summary and conclusions

The worthiness of both the Henry salt-water intrusion problem and the Elder salt convection problem were studied to assess their suitability to be used as benchmark problems for a density-dependent groundwater modeling code. Details of a Galerkin finite element numerical algorithm for solving density-dependent flow in variably saturated porous medium are provided. The mathematical model was tested and benchmarked by solving both the Henry and Elder salt convection problems and comparing the solutions against other published profiles. This testing procedure was able to show that the present model could reproduce established solutions of density-dependent groundwater flow problems. The tested model was then used to solve the problems in an uncoupled mode. A comparison of the coupled and uncoupled solutions provided a novel way to separate the density-dependent effects from other boundary effects that may impact the solution. The uncoupled solution of the Henry saltwater intrusion problem demonstrates that the patterns observed within the solution are insensitive to the density coupling of the equations. The solution from the uncoupled simulation looks similar to the correct solution. Therefore, the distribution of the saline water in Henry’s problem is almost completely determined by the boundary forcing imposed on the problem, and not necessarily the result of density coupled flow and transport processes. Alternatively, the Elder salt convection problem has the advantage that the correct flow patterns are only achieved when the governing equations are correctly coupled. Therefore, the worthiness of the Elder problem as a benchmark standard is greater than that of the Henry problem.

In summary, both the Henry and Elder problems have their own advantages and disadvantages. The disadvantage of the Henry problem is that it is almost insensitive to density coupling effects, as illustrated in this study; however, the advantage is that the problem can be exactly reproduced to match previous results. On the other hand, the Elder problem is highly sensitive to density coupling effects, but the disadvantage of this problem is the results can be matched only in a qualitative sense because the problem is highly sensitive to discretization and other numerical convergence effects.

The results from this study indicate that a comparison of the coupled and uncoupled solutions to any standard density-dependant flow problem should always be
undertaken in order to assess the worthiness of the particular problem. Once the worthiness is established, then the benchmarking process can be focused upon those cases that show a large difference between the coupled and uncoupled solutions, such as the Elder problem, thereby ensuring the rigor of the benchmarking process.
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Appendix A. Finite element matrices

A.1. Flow equation

The solution to Eq. (1) is found by application of the Galerkin finite-element-method. Because the method has been discussed at length elsewhere only the most pertinent steps in the solution procedure are described to enable the reproduction of the algorithm. The dependent variable, \( \psi \), is approximated by a finite series of the form,

\[
\psi(x, z, t) \approx \sum_{j=1}^{n} N_j(x, z) \hat{\psi}_j(t) N_j(x, z)
\]

(A.1)

where,

\[
N_j = \frac{1}{2A} [a_i + b_i x + c_i z] \quad N_i = \frac{1}{2A} [a_i + b_i x + c_i z]
\]

\[
a_i = x_i z_k - x_k z_i \quad b_i = z_j - z_i \quad c_i = x_k - x_j
\]

\[
a_j = x_k z_i - x_i z_k \quad b_j = z_k - z_i \quad c_j = x_i - x_k
\]

\[
a_k = x_j z_i - x_i z_j \quad b_k = z_i - z_j \quad c_k = x_j - x_i
\]

The shape functions \( N_j \) correspond to those associated with a linear triangular finite element interpolation scheme,

\[
\hat{\psi}(x, z, t) = \hat{\psi}_i(t) N_i(x, z) + \hat{\psi}_j(t) N_j(x, z) + \hat{\psi}_k(t) N_k(x, z)
\]

(A.2)

into the governing equation, the residual expression for the flow equation integrated over a particular element takes the form,

\[
\begin{bmatrix}
R^i \\
R^j \\
R^k
\end{bmatrix} = \int_{\Omega} [N^T] \left[ \frac{\partial}{\partial x} (\beta K(\theta) \frac{\partial \psi}{\partial x}) + \frac{\partial}{\partial z} (\beta K(\theta) \frac{\partial \psi}{\partial z}) \right.
\]

\[
+ \frac{\partial (\beta^2 K(\theta))}{\partial z} - \frac{\partial (\beta \theta)}{\partial t} - S \beta^2 \theta \frac{\partial \psi}{\partial \eta} \left. \right] d\Omega \quad (A.3)
\]

This integral is then split into five separate integrals corresponding each to the different terms in the equation. The shape functions correspond to those used for linear triangular elements, and then the integration is performed to yield the Galerkin matrices,

\[
\begin{bmatrix}
R^i \\
R^j \\
R^k
\end{bmatrix} = \frac{- (\beta K^m + \beta_j K^m_f + \beta_k K^m_f)}{12A} \times
\]

\[
\begin{bmatrix}
\psi^{m+1, n+1} \\
\psi^{m+1, n+1} \\
\psi^{m+1, n+1}
\end{bmatrix} - \frac{1}{12A} \times
\]

\[
\begin{bmatrix}
\psi_i \\
\psi_j \\
\psi_k
\end{bmatrix}
\]

(A.4)
[L^{-1}] is the slope of the retention function, all other terms have been previously defined.

The matrices in expression (A.4) which pre-multiply the column vectors of the unknown pressure heads contain the terms that form the global element stiffness matrix entries. The remaining vectors form the global element force vector. These expressions are evaluated individually and are assembled via the direct stiffness assembly procedure to form the global stiffness and global force vectors at each iteration within the algorithm. The application of Dirichlet and Neumann boundary conditions in the algorithm is straightforward, the methodology for implementing boundary conditions has been described elsewhere [27].

A.2. Velocity evaluation

The application of Darcy’s law is made using the usual Galerkin approach to ensure that the fluid velocity is continuous over the entire domain, the residual expression for the vertical flux is,

\[
\begin{aligned}
\begin{bmatrix}
R_i \\
R_j \\
R_k
\end{bmatrix} &= \int_{\Omega} \left[ q_z + K \frac{\partial \psi}{\partial z} \right] d\Omega
\end{aligned}
\]  

(A.5)

Once (A.5) is integrated, the element matrices become,

\[
\begin{aligned}
\begin{bmatrix}
R_i \\
R_j \\
R_k
\end{bmatrix} &= \frac{A}{24} \begin{bmatrix}
2 & 2 & 2 \\
2 & 4 & 2 \\
2 & 2 & 4
\end{bmatrix} \begin{bmatrix}
q_{zi} \\
q_{zj} \\
q_{zk}
\end{bmatrix} \\
&+ \frac{1}{24} \left[ \left( c_i \psi_i + c_j \psi_j + c_k \psi_k \right) \\
\times \left( 2K_i + K_j + K_k \right) \\
+ \left( c_i \psi_i + c_j \psi_j + c_k \psi_k \right) \\
\times \left( K_i + 2K_j + K_k \right) \\
+ \left( 2K_i + 4K_j + 2K_k \beta \right) \\
+ \left( 2K_i + 4K_j + 4K_k \beta \right)
\right]
\end{aligned}
\]  

(A.6)

The formulation for the horizontal flux is very similar, with the exception that there is no gravity term,

\[
\begin{aligned}
\begin{bmatrix}
R_i \\
R_j \\
R_k
\end{bmatrix} &= \int_{\Omega} \left[ q_x + K \frac{\partial \psi}{\partial x} \right] d\Omega
\end{aligned}
\]  

(A.7)

The Galerkin residual expression for the horizontal flux is,

\[
\begin{aligned}
\begin{bmatrix}
R_i \\
R_j \\
R_k
\end{bmatrix} &= \frac{A}{24} \begin{bmatrix}
2 & 2 & 2 \\
2 & 4 & 2 \\
2 & 2 & 4
\end{bmatrix} \begin{bmatrix}
q_{xi} \\
q_{xj} \\
q_{xk}
\end{bmatrix} \\
&+ \frac{1}{24} \left[ \left( b_i \psi_i + b_j \psi_j + b_k \psi_k \right) \\
\times \left( 2K_i + K_j + K_k \right) \\
+ \left( b_i \psi_i + b_j \psi_j + b_k \psi_k \right) \\
\times \left( K_i + 2K_j + K_k \right) \\
+ \left( 2K_i + 4K_j + 2K_k \beta \right) \\
+ \left( 2K_i + 4K_j + 4K_k \beta \right)
\right]
\end{aligned}
\]  

(A.8)

Once the global force vector and global stiffness matrix are assembled and solved, the solution yields the nodal values of the fluid flux. Inspection of the formulations (A.6) and (A.8) reveal that the global stiffness matrices for the evaluation of the fluxes are identical and depend only upon the area of the elements. Therefore, the global stiffness matrix need only be assembled once at the beginning of the algorithm and not at each iteration step as required by both the groundwater flow and solute transport equation. The nodal values of fluid flux obtained are converted into the nodal value of fluid velocity by dividing the flux value by the nodal water content.

A.3. Transport equation

The solution to equation (2) is found by applying a temporal weighting scheme to the usual Galerkin finite-element solution procedure. The general expression for the residual is,

\[
\begin{aligned}
\begin{bmatrix}
R_i \\
R_j \\
R_k
\end{bmatrix} &= \frac{A}{24} \begin{bmatrix}
2 & 2 & 2 \\
2 & 4 & 2 \\
2 & 2 & 4
\end{bmatrix} \begin{bmatrix}
q_{zi} \\
q_{zj} \\
q_{zk}
\end{bmatrix} \\
&+ \frac{1}{24} \left[ \left( b_i \psi_i + b_j \psi_j + b_k \psi_k \right) \\
\times \left( 2K_i + K_j + K_k \right) \\
+ \left( b_i \psi_i + b_j \psi_j + b_k \psi_k \right) \\
\times \left( K_i + 2K_j + K_k \right) \\
+ \left( 2K_i + 4K_j + 2K_k \beta \right) \\
+ \left( 2K_i + 4K_j + 4K_k \beta \right)
\right]
\end{aligned}
\]  

(A.6)

Integrating the terms in (A.9) and introducing a time-weighting factor \( w \), yields the element matrices,

\[
\begin{aligned}
\begin{bmatrix}
R_i \\
R_j \\
R_k
\end{bmatrix} &= -\frac{A}{3\Delta t} \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
\theta_{i}^{n+1} \\
\theta_{j}^{n+1} \\
\theta_{k}^{n+1}
\end{bmatrix} + \frac{A}{3\Delta t} \begin{bmatrix}
2 & 2 & 2 \\
2 & 2 & 2 \\
2 & 2 & 2
\end{bmatrix} \begin{bmatrix}
2K_i + K_j + K_k \\
K_i + 2K_j + K_k \\
K_i + 2K_j + 2K_k \beta
\end{bmatrix}
\end{aligned}
\]  

(A.9)
where the superscript \( n + 1 \) refers to the unknown value at the current time step while the superscript \( n \) refers to the known value at the previous time step. Note that the subscript \( \text{ave} \) refers to that particular quantity arithmetically averaged across the element from the nodal values.

The time weighting factor \( w \), is limited to values between zero and one. Using a time weighting factor of one gives a fully implicit solution while using a weighting factor of a half gives a Crank–Nicholson solution. Using a time-weighting factor of less than a half generally result in excessive oscillatory behavior of the solution [27].

### A.4. Retention functions

The model element equations presented in this Appendix make reference to the variably saturated nature of the governing equations. To solve a variably saturated problem, the functional relationship between the pressure head and the water content as well as the relationship between the hydraulic conductivity and the pressure head must be known. The soil properties can be described using van Genuchten’s [32] soil-water-retention function and Mualem’s [22] variably saturated hydraulic conductivity function. A detailed discussion about the parameters required in variably saturated flow models and their meaning can be found in Clement et al. [5] and Wise et al. [35].

### A.5. Discussion of the fully saturated flow solution

Both the Henry salt-water intrusion problem and the Elder salt-convection problem solved in this work are fully saturated flow problems. Making the variably saturated formulation relax to simulate a fully saturated problem is quite simple because the hydraulic conductivity of the porous medium is no longer a function of the pressure head, and the water content of the porous medium becomes a constant. Under these conditions, the capacity (Cap) terms in the element equations relax to zero, the hydraulic conductivity terms become uncoupled from the pressure heads and the governing flow equation becomes linear. Therefore, solutions to fully saturated problems may be obtained without the need for the inner modified Picard iteration.
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